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BSC: Basice Science Course, pCC: professional Core Course, ESC: Engineering Science Course, DLC: Distance Learning Course, MC: Mandatory Course



Jabalpur Engincering College, Jabalpur (M.P.)
(Declarcd ,\utonontous bv (ior1. ofMadhya Pradesh and At'llliated to RCPV. Bhopal)
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Module l: Set theory, relation and function (0g Hours)
Definition of sets, countable and uncountable sets, Venn Diagram, proofs of some general
identities on sets reration: Definition. typcs ofrcration, composition generar identitie, 

"on ,.,,relation: Definition, types of reration. iomposition ordering icration Function: Definition oncto one' into and onto function, inverse funciion, composition of runctions recursivcry
defi ned functions, pigeonhoie principlc.

Module 2: Posets, Hasse diagram and lattices (0g Hours)
Introduction ordered set. Hasse diagram of partiary. ordered sct, isomorphic ordercd scr,wcll ordered ser, properties or Laiticcs, boundcd und co.prcmcnt.a irrtil.r. proilsitionar
logic Proposition' first order rogic, 

.Basic. rogi.ui op.otron. rruth tabrcs tautorogics.contractions, Algebra of proposition, logicar iri'prications, rogicar cquivalencc, nrr., or.infercnce, Predicates, the statement flunction.

Module 3: Theorem proving techniques (06 Hours)
Mathematical induction' Recurrence Reration and Generating Function: Introduction rorecurrence relation and recursive algorithm, linear recurrence rerations with constantcoeflicients, homogeneous sorutions, pa-rticurar sorutions'iotar sorution, ,";.r"ii;g-""functions, Solution by method olgeneraring fr,r.iionr. 

" '

Module 4: Algebraic structure3 Group, Ring, Field (10 Hours)
Definition properties types: Grou.ps, S"mi groups, Monoid groups, Abclian group.Propenics of groups, Subgroup. Cyclic groups. c"o..rr. 

'rrro*.1 
,rUfrorp, if"r"n,,"ffri* aIsomorphism ofgroups, Ringsand Ficrdi rno nnrt. r,.ia., dcfinition-anj.*u;;i;;. ."'-

Module 5: Graph theory (0g Hours)
Introduction and basic terminologyof graphs,.praner graphs Murtigraphs and weighredgraphs Isomorphic graphs' parhi.cycles'uno 

"orn"itiiiy-, rtorrlrt'pum in ,,."ij,.i'g*ph
llr:"jfi:"JrfiEulerian 

parhs and .lr.uit., Hamiiiori"" ["r,. and circuirs, c*[rr.rririrg.

Books Reference:
I ' Erements of Discrete Mathematics by c. L. Liu Tata McGraw-Hilr Edition.2' Discrete Mathematical structure witi apprication in CS by Trembry, J.p. & Manohar:Mc Graw Hill.
3. Graph Theory with application to engineering and computer science by Deo.Narsingh; p}.ll.
4. Discrete Mathematics by Seymour Lipschutz and and mark Lipson Schaum,s outrinesTata Mccraw-Hill pub.



Course Outcomes:

At the end ofthe course the students will:
l. Solve basic problems based on set theory, relation and function.
2. Apply the concepts of Posets, Hasse diagram and Lattices to solve branch specific

problems.
3. Establish the results employing theorem proving techniques.
4. Use the concept of Algebraic structures to solve branch specific problems.

5. Apply the concept of Graph theory to solve branch specific engineering related problems.
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Course COntents:

Module I:IntroductiOn:

Gcncral intrOductiOn tO database systems, DBMs conccpts and architecturc, Data modeis_Hierarchical,

NctwOrk and RclatiOnal, Threc_schcma architccture Of a database, Data indcpcndence_ Physical and Logical

data indcpcndence challcngcs in building a DBMs,variOus cOmponents Ofa DBMs

MOdule II:Entity Relationship MOdel:

COnceptual datt mOdeling _motivatiOn, Entities, Entity typcs, var10us typcs Of attributcs, RelatiOnships,

RclatiOnship types,E/R diagram nOtatiOns,Kcysi super key,Candidate key,PHmtt Key,Altematc kcy and

Forcign kcy Extended ER featurcs:spccializatiOn,GencralizatiOn,AggrcgatiOn,Examplcs

Module III:RelatiOnal Data MOdel:

Concept Of rclatiOns,schema_instancc distinctiOn,Keys,referential intettty and forcign key、

RclatiOnalAlgcha詢蒟 ∞P可 蒟 ∞ ,G∝spЮ

“

軋 Vttms¨ 耐 ● _漏 鴫

i鋼 if蹴 :露 守

thc database spccincation in E/R notatiOn tO thc rclatiOnal schema;sQL:IntrOduct

TaЫ
e,kCy andぉrdgn key dc■」dons,updtte bcha宙 Ors,Que,hg h sQL,BaSc sdcct_from_where 

Ыock andits semantics,Nestcd qucries,AggregatiOn I、
nctiOns grOup by and having clauses

MOdule IV:Functional Dependencies and Normal fOrms:

ImpOrtance Of a goOd schema dcsign,Problems cncOuntered with bad schema dcsigns,MOtivatiOn fOr n。

.11lal
fol=1ls,dependency theOry_functiOnal dependcncics,Allllstrongis axiOms fOr FD's, c10surc Of a sct Of FDis,

Minimal cOvcrs;DeflnitiOns Of lNF,2NF,3NF and BcNF,DecOmpOsitiOns and desirablc prOpertics Of thcm;

Multi_valucd dependencics and 4NF,JOin depcndcncics and dcinitiOn Of5NF

Module V:TransactiOn PrOcessing and RecOvery cOncepts:

COnccpts OftransactiOn prOccssing,ACID propertics,Testing fOr seHalizability Of schedules,cOnnict&view

serializable schcdulc,rccOverabiliけ
;COncurrcncy cOntr01:Locking bascd protOc。

ls fOr cc;Dead10ckhandling;RccOvery from transaction failures:Log based recovcry,checkpOints

Suggested B00ks:

:』?靴::乳臓:t設驚∝SyttCm cOncc"asc Systcms'',Pcarson EducatiOn
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Database Management Systems (CS42)

course outcomes: on successfur compretion ofthe course, the students w t be able to:
COI: Explain the fundamental concepts of Database Management Systems, Data models, Normalization,

Transaclion Management & Recovery.
CO2: Apply normalization concepts when designing the database.
CO3: Design the database's ER and Relational Modil for the given problem.
co4: Formulate SQI- commands (DDL, DML and DCL) for ihe given problem statement.
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Course Content:

Module I: Introductionl

Definition of Artificial Intelligence and Machine Leaming; History of AI; various rypes of Leaming:
Supervised leaming, unsupervised Leaming, semi-Supervised Leaming, Reinforcement Leaming and DeepLeaming Machine Leaming Problem: Understand and iormalize the Leaming problem, Model, parameters andHyper-parameters. Dataset: Training, Validation and Test Dataset.

Module II: Data Collection, preprocessing, and Feature Engineering

Data acquisition methods Data preprocessing techniques (cleaning, normalization, handling missing values)
Feature selection and engineering for ML models in practical settings. Handling unbalanced datasets and dataaugmentation techniques.

Module III: Supervised Learning:

classification, Linear Regression, Linear Regression of one variable using Gradient Descent Algorithm, LinearRegressions of Multiple variables using Gradient Descent Algorithm. Logistic Regression, Naive Bayesclassifier, k-Nearest Neighbors Classifier, Support vector Machine. Decision Trees, Ensemble Leaming,Random Forest- Boosting - Bagging

Module IV: Unsupervised Learning:

Introduction to clustering; Distance Metrics; Hierarchical clustering, k-Means clustering, KNN (k-nearest
neighbors), DBSCAN, Independent component Anarysis, principal component Analysis,

Module v: Performance Evaruation and practicar Issues in Machine Learningl

Evaluating Model Performance: Mean Absolute Error, Mean Squared Error (MSE), Root Mean squared Error(RMSE)' and R'?(R-squared). Accuracy, confusion Matrix, Precision and Recall, Fl-score, and AU-Roc. BiasVariance Tradeoffs, overfitting, Underfitting. cross-validation methods such as leave-one-out (Loo) cross-validation, k-folds cross validation.

Suggested Books:
l Stephen Marsland, "Machine Leaming - An Algorithmic perspective,,, cRC press.
2. Chapman and Hall, .,Machine 

Leaming and pattern Recognition Series,,, CRC press.
3. Tom M Mitchell, ..Machine Leaming,', McGraw Hill Education.4' Peter Flach' "Machine Leaming: The Art and Science of Algorithms that Make Sense of Data,,, cambridge

University Press.

5' Jason Bell, "Machine learning - Hands on for Developers and rechnical professionars,,, w1ey.6' Ethem Alpaydin, "Introduction to Machine Leaming ie (Adaptive computation and Machine Leaming
Series)" , MIT press.

秒  ι 多彩〆



AI & Machine Learning (CS43)
Course Outcomes: After the completion of the course, students will be able to

COI: Understand the distribution and diversity of Data and Extract features helpful in building predictive
models-

CO2: Gain knowledge of Supervised and unsupervised Leaming techniques.
CO3: Analyze Statistical leaming techniques and Logistic Regression
CO4: Select appropriate Support Vector Machines and perceptron Algorithm
CO5: Compare the performance of different learning models.
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Design and Analysis of

Algorithms 3 0 2

“

Course Contents:

Module I: Algorithm Analysis: Time, Space Tradeoff, Asymptotic Notations, conditional asymptoticnotation, removing condition from the conditional asymptotic notation, properties of big -oh notation,Recurrence equations, Solving recunence equations.

Module II: Divide and Conquer: Design and analysis of algorithms: binary search, Heap sort, Merge sort,quick sort, Multiplication of large Integers, strassen's matrix Multiplication

f.::t" 
III: Greedy Algorithms: Knapsack Problem, Job Scheduling algorithms, Huffman code , Spanning

Module IV: Dynamic Programming: General Method ,Multistage Graphs,All-pair of shortest paths ,optimalBinary Search Trees ,0/1 Knapsack,Travelling Salesperson problem

Backtracking: General method, g queen problem, sum of subsets, graph coloring, Hamiltonian problem,
knapsack problem, graph traversals.

Module v: Branch and Bound: General Methods (FIFO & LC),0/l knapsack, Introduction to Np Hard andNP Completeness

Suggested Books:

l. Horowitz & Sahani; Analysis & Design of Algorithm
2. Anany Levitin, "rntroduction to Design and Analysis of Algorithm,, pearson Education, 20033. Coreman Thomas, leiserson CE, Rivest RL Introduction to Algorithms, pHI4. Dasgupta Algorithms , TMH
5. Ullman, Analysis & Design of Algorithms.
6. Michaer Goodrich, Roberto Tamassia, Algorithm Design, Wiley India.

* t- aXA'"-



Design and Analysis of Algorithms (CS44)

course outcomes: on successfur compretion ofthe course, the students w r be abre to:COI: Analyze the different algorithm aesign tectrniques-ir a given problem.
CO2: Design algorithms for various computing p.obl..r.
co3: Argue the correctness of algorithms usrrig^inductive proofs and invariants.
CO4: Synthesize set operations
CO5: Explain how to cope with the limitations of algorithms.
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CS45 Computer Organization and
Architecture r00 3 l 0

Course Contents:

Module I:

Data representation: signed 
- 
number representation, fixed and floating point representations, characterrepresentation' computer arithmetic - integer addition and subtraction, rli,pi. l"r.y''"aaer, carry look-aheadadder, etc' multiplication - shift-and add, Rooth multiplier, carry save multiplier, .t". Diri.ion restoring andnon-restoring techniques, fl oating point arithmetic.

Module II:

Basic computer organization and Design: Stored program organization, computer registers and common bussystem, Instruction codes, computer instructions, timling anJ control, i"rt-"ii", ffie: Fetch and Decode,Register reference instructions; Memory reference instlructions. input, output unJ'lnra.-p,, configuration,instructions, program intemrpt, Intemrpi cycle, Microprogrammed 
"ont.ot 

o.gunirution, address sequencing,microinstruction format and microprogram sequencer, case study - instruction sets of some common cpUs.
Module III:

central Processing Unit: control unit design: hardwired and microprogrammed design approaches, case study -Introduction to x86 architecture.

Pipelining: Basic concepts of pip^elining, throughput and speedup, pipeline hazards. parallel processors:
Introduction to parallel processors, concurrent a""i* to ."-ory uoa cu"t i 

"oh"r"n"y. 

''

Module IV:

Peripheral devices and their characteristicsr Input-output subsystems, vo device interface, I/o transfersprogram controlled, intemrpt driven and DMA, privileged And non-privileg.a i^**.iionr, software intemrptsand-- ex-ceptions' Programs and Processes - role of interiipt, i, pro."r. ,,u,."*-.i i-r, Ilo d"ri"" interfaces -SCT, USB.

Module V:

Memory interleaving, concept of,hierarchical memory organization, cache memory, cache size vs. block size,mapping functions, replacement algorithms, write policiesl

Suggested books:

"Computer organization and Design: The Hardware/Software Interface,,, 5th Edition by David A. patterson
and John L. Hennessy, Elsevier.
"computer organization and Embedded systems", 6th Edition by carl Hamacher, McGraw Hill HigherEducation Suggested reference books:
"computer Architecture and organization", 3rd Edition by John p. Hayes, wcB/rvlcGraw_H l

3.
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Computer Organization and Architecture (CS4S)
Course Outcomes: After compt"ril;;fi.il;j, Students wilt be able to:

;8ffiilff::iff 1':l'ffii[Ji#",.'J,,""i,Tllli'j;J. arso understand how the computer perrorms

CO2: Evaluation ofdifferent register transfers and instruction types.

co3: Develop a detailed understanding of architecture and functionarity of the centrar processing unit.
co4:Exemplifu in a befter way the memory organization is communicating with the processing unit.

:rH.',JrirT'.'Slff#i#;""r*ices communicating with Processing Unit and arso knowing rhe
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Jabalpur Engineering College, Jabalpur
(Declared Autonomous by MP Govt., Afliliated to RGpV, Bhopal)

(AICTE Model Curriculum based scheme)

l) Fundamentals of ObjecrOriented programming, Java Evolution, Java History2) Java Features: overview ofJava Language, constants, variables and Data Types, operators and
Expressions, Decision making, branching and looping.

3) classes, objects and Methods, Access Specifiers, Inheritance, Arrays, String and Collections, Interfaces,
Packages, Managing Errors and Exceptions

4) Multithreading, Applet programming, Java AWT, Event Hardling
5) Java VO Handling, Java Database Connectivity.

Suggested 
Books:I' Java How to Program, sixth Edition, H.M.Deitel and p.J.Deitel, pearson Educatior/pHl2' core Java2, Vol l, Fundamentals, cay.S.Horstmann and Gary comell, Seventh Edition, pearson Education.

3. Beginning in lava2,lver Horton, Wrox publications.
4 The complete Reference Java J2SE 5th Edition, Herbert Schildt, TMH publishing company Ltd, NewDelhi.
5. Big Java 2nd Edition, Cay Horstmann, John Wiley and Sons.
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CS46
Software Lab-II (Java)

`
2

Software Lab-II (Java)(CS46)

Course outcome:After completion of the course, Students wilt be able to:

col. Use the syntax and semantics of Java programming language and basic concepts of oop.Co2 Develop reusable programs using the coricepts ofTJeritan-c., poryrno.prrir*, ir".r"*, and packages.Co3 Explain and apply the concepts &uuttittr"uaing and Exception handling to develop efficient and error-free codes.
CO4. Illustrate applet programming and Java database connectivity.

多 ´ 仁 多鰤
レ

JEC,1:話 :liれ P.)

●


