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l cs8001 Machine Leaming '70 20 t0 30 20 t50 3 I 2 6

2 cs8002 Computer Vision 10 20 l0 30 20 150 3 I 2 6

l cs8003 Elective-V '70 20 t0 100 3 I 4

cs8004 Elective-Vl 70 20 l0 100 3 l 4

5 cs8005 Proiect-ll 120 80 200 8 8

6 cs8006 Departmental Lab IV (WEKA) 50 50 2 ).

7 cs8007 Croup Discussion/Seminar (lntemal Assesment) 50 50 2 2

Total 280 80 40 r80 220 800 12 4 l6 32

MST; Minimum of two mid semester tests to be conducted' L: Lecture T: Tutorial Pl Practicrl
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Department Elective-V (Three Subjects) Department Elective-Vl (Three Subjects)

S.No.
Subject

Code
Subject Name

Subject
Code

Subject Name

I CSS()O3A Distributed Syitem & Cloud Computing cs8004,4 Data Centre Management

2 CS8OO3B Optimization Techniques cs8004B Web Mining

l CS8OO3C Natural Language Processing CSSO04C Ethical Hacking



Jabalpur Engineering College, JabalDur
(Credit Based Grading System iaseO Scheme;Bathelor of Engineering (CBGS) Sem-este., Vlfiii:-rrpri", S","o.. & Engg.)

UnitI:Introduction:BasicConcepts,Understandunaro

i,::::::l llaininl 
Vatidation and Test Data- Types of Learning: Supervised learning,

Unsupervised Learning, semi-supervised Leamini Rernror..**l L.il";;;;L"rning.
Machine Learning Application Areas, present andiuture

unit II: Supervised Leaming: Classification, Linear Regression, Linear Regression of one variable
using Gradient Descent Algorithm, Linear Regressions of Multiple variables using Gradient Descent
Algorithm. Logistic Regression. Decision Trees, Ensembre Learning _ Boosting _ Bagging, Naive
Bayes CIassifi er, k-Nearest Neighbors Classifi er.

unit III: unsupervised Learning: Hierarchical clustering, k-Means clustering, Mixture Models,
Density-Based spatial clustering of Applications with Noise (DBSCAN). ordering points to ldentifo
thc Clustering Structure (OPTICS)

Unit IV: Introduction 
:o D:.p Leaming: perceptrons, Basic Neural Network Structure, SimpleExamples and Motivation for Deep lietworks, Forward- pr"p"g;ii"",- cost Functions, Enor

Backpropagation Algorithm, Training by Gr.adient Descent, Fundanlental cbncepts of Kohonen andGrossberg Network, Convolution Neural Network, Recurrent Newal Nefworks, Long/Short ,Ierm
Memory

Unit v: Evaluation and Practical lssues in Machine Learning: High Dimensionalify, Importance ofGood F'eatures, Irrelevant and Relevant Features, Feature nrunirig and Normalization, EvaluatingModel Performance, Hypothesis Testing and Statistical significance, Accuracy, precision, Recall,
Confu s i on M atrix, B ias Variance Ttradeoffs. Oveif tting, U n Jerfi tting.

Lab work: studerts will be given a few machine learning problems. They need to solve the given
problems by applying the appropriate machine learning techniques studied in this course (or subject)

Suggested books:

l) stephen Ma'sland, 
-rvrraclri.ne 

Leaming - An Algorithmic perspective, second Edition.chapman and Hall/cRC l\4achine Learnir[ and patt-ern Recognition s".io, ioi +.
?] I"' M Mitchell, 

-Machine Leaming,-First Edition, McGraw Hilr Education, 20 r3.3) Peter Flach, 
-Machine Learning: r'tr" art and icience 

"iarg.rrit 
*, ii;fu. Sense ofData, I.'irst Editiort Cambri{ge University press, 20D.

4) Jason Bell' 
-Machine leaming - Hands on io, o"u"lop"r, and Technical professionals, FirstEdition, Wiley,20t4

5) Ethem Alpaydin, 
-lntroduction to Machine Leaming 3e (Adaptive computation and MachineLearning Series), Third Edition, MIT press, 2014

6) Ian coodfellow, yoshua Bengio, Aaron courville. - Deep Learning, MI.r. press, MIr. press, 20r 6

Course Outcomes:

Upon completion of the course, the students will be able to

92 !) Explairr funtlamental conceprs oi.rnaclrine !car.ning

,9 ? Appt1, a' a'propriatc machine i.,.,;,ri;;';;;;*ey for solving a given problcrn.
!g l) Compare diiiibren. machine learni.g uirp.uu"li=i, for tne giien?ata. ' -
a 0 4) crcatc a nrachine learning model fo-r ur!i. .*i world prJbrerns..CO5) Evaluate the performance-of a machine learning rnodel

f
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cs800r Machine Learning 70 20 l0 30 20 150 3 I )



Jabalpur Engineering College, Jabalpur
(Credit Based Grading System Based Scheme)

Bachelor of Engineering (CBGS) Semester: VIII (Computer Science & Engg.)

UNlTlllntroductiotr to computer vision: Human vision, Image Formation and understanding,pixel and color hansform, classical filtering operations, histogram operations, thresholdin-g' techniques, edge detection techniques, comer and interest point, Introduction to computer vision.

UNIL[:Feature Detection and Matching: Introduction to Feature Representation, colorhistogram
analysis, colormoments, texture analysis, Hanis detector, Feature descriptors, sIFT, Image Matching,
Feature distance. euclidean distance. feature and dimensionaliry reduction, principal component
analysis.

UNIT III:Shape and Region Analysis; Binary shape analysis, connectedness, object labeling and
counting, size filtering, skeletons and thinning, delormable shape analysis, boundary tracting
procedures, shape models and shape recognition, boundary length measures, boundary descriptors,
chain codes, Fourier descriptors, region descriptors.

UNIT IV:Image Retrieval: Introduction to Classification and learning techniques, k nearest
neighbour, support vector machines, use in Image Retrieval for applications. Accuracy Measurements
(Precision' Recall, Sensitivity and Specificity) and Cross Validation Models. Introduction to 3D

.Vision and Motion.

UNIT V:Application and Research in Computer Vision: Object Detection, photo album, Face
detectiorL Face recognition, Eigen faces, Active appearance and 3D shape models of faces
Application: Surveillance, foreground-background separation, particle filters, combining views from
multiple cameras, human gait analysis Application: In-vehicle vision system: Iocating roadwayroad
markings - identifying road signs - locating pedestrians. 

.

Lab Work

Students will be given a few computer vision problems. They need to solve the given problems by
applying the appropriate techniques studied in this subject.

Text Books:

I !' |. o-.ayias, "computer & Machine vision", Fourth Editiorl Academic press,2012.
2. R. Szeliski, "Computer vision: Algorithms and Apprications;, Springer 20r l.

ReferenceBooks:

l ' Simon J. D. Prince, "Computer Vision: Models, Learning, and Inference,,, Cambridge University
Press, 20 I 2.

2' 4' Mark Nixon and Alberto_S. Aquado, "Feature Extraption & tmage procxsing for ComputerVision". Third Edition, Academic Fres s,2012.
3' 5 D: L. Baggio et al.. "Mastering OpenCV with Practical Computer Vision projects,,, packt

Publishing. 20 I 2.
4' 6' Jan Erik Solem.-"Programnting computer vision with python:'l'ools and algorithms foranalyzing images,', O'Reilly Media. 2012.

Course Outcomes:

Upon completion of the course, the students will be able to

col . Discuss fundanientar image processing techniques required for computer visionca2. Examine various reature extraction teJhniques and experiment texture anarvsis.
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ELE.CTTVE-V

cs8003A

Distributed
System & Cloud

Comnrrlins
70 20 l0 100 3 I 4

Jabalpur Engineering College, Jabalpur
(CrediiBased Grading System Based Scheme)

Bachelor of Engineering (CBGS) Semister: VIII (Computer Science & Engg')

Unitl:Characterization of Distributed Systems: lntroduction. Examples of distributed

ffi*r.R.rorrce sharing and the Web Chalienges. Architectural modets, Fundamental Models'

Distributed File Systems: Desirable features of good Distributed file system. File service

architecture, file models, File access models'

Unit II:Distributed Mutual Exclusion: Classification of distributed mutual exclusion, requirement

of mutual exclusion theorem, Token based and non-token based algorithms. Election Algorithms

Ring and Buliy method.

Distributed Deadlock Detection: system model, resource Vs communication deadlocks, deadlock

pr*.ntlon, avoidance, detection & iesolution, centralized dead lock detection,.distiibuted dead-lock

l.irOti".,' path pushing algorithms, edge chasing algorithms'

Unit lll:Distributed Scheduling: load disiribution, different types:of load distribution algorithms,

TEfifi.ution and its issues.

Agreement Protocols: lntroduction, System models, classification of Agreement Problem, Byzantine

afreement problem. Consensus problem, Intuactive consistency Problem, Solution to Byzantine

Agreement problem, Application of Agreement problem.

Unitlv: Communication in Distributed Systems. Communication between distributed objects,RPC-

iiSiilEnting RPC rnechanism, stub genefation, Java RMI , Event Programming' Case study-

CCinga. Caisal ordering of messages , Clock synchronization: Logical clocks, Lamport's&vectors

logical clocks.

Unit V:Cloud Computing definition: Cloud types: private, public. and hybrid cloud' Cloud

6*puting Services: iuuS,-prrS, SaaS. Introduction to,cloud_ Virtualization concepts. Types of

Virtr.ralizaiion & its benefits. Benefits and ehallenges of cloud computing,Next generation Cloud

Applications.

TextBooksl

l. Coulouris. Dollimore, Kindberg, "Distributed System: Concepts and Design",5s edition, Pearson

Education.2005.
2. P K Sinh4 ,,Distributed operating systems; concepts and design", PHI Learning, 1998.

3. Tanenbaum and steen, 
"'Oistri'UuteA 

systems: 
'Principles -and paradigms"' 2od edition, PHI

l.earning, 2007.

Reference Books:

l. Gerald Tel, "lntloduction to Distributed Algorithms", cambridge university Press, 2000.

2. Velte, "Cloud Computing- A Practical Approach" ,TMH Pub.2010'

Course Outcomes:

."YT"E1?p#X' {5?ffi*i"0"**'Hf3o''& ot'1.*5' svst*^'s L akx4

Co:i- Cf *!ify a*d,.&*rit e various architectural and funclamental models of distributed system design'

co\*"
C

''>{Yd:..'



ca3 Apply the etection algorithms in a given s,lenario to select the coordinator.

C0{ Analyse different €reement protocols and communication protocols tike RPC' RMI etc in

distributed systems.

co$ Examine various deadlock handling mechanisms in distributed environment.

.flf r-t r L
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ELf,CTTYE.V

cs8003B
Optimization
Techniques 70 20 l0 100 I I 4

Jabalpur Engineering College, Jabalpur
(Credit Based Grading System Based Schime)

Bachelor ofEngineering (CBGS) SemLstir: VIII (Computer Science & Engg.)

Unit l:lntroduction to opera.tion Research: operation 
^..*.n **o*n, scientificintroduction to models and modering t*t"iqr"., l"erar methods for operation Researchrnethodology and advantages of Operation n"r.ur.n]f.,irtory of Operation Research.

methods,
i models,

Unit 2:Linear Programming (LP): lntroc'luction to Lpand formulation of Linear programmingproblems, Graphical solution method, alternuive or multiple optimal soiuiion-s, unbounded solutions,Infeasible solutions, vaximiljiol - simplex areorittrm, vtinimization - ii,npt.* Algorithm usingBig-M method' Two phase method, Duality in rine?r programming, lnteger linear programming.

Unit 3:Transportation & Assignment Problems: Introdrrction to Transportation problems, variousmethods of Transportation probrem, variations in Transportaiior-'p*;i"*, introduction toAssignment problems, variations in Assignment p.oUt.*r.
Network Analysis: Network definition ina Neti"o* diagram, probability in pERT analysis, projecttime cost trade off. introduction to resource,*oorhing and allocation.

unit rtrSequencing: lntroduction, 
-processing N jobs through two machines, processing N jobsthrough three machines, processing N jobs thrEugh i, ,ra.f,in"iInventory Model: Introduction to inventory conirol, deterministic inventory model, EOe model withquantity discount.

Queuing Models: concep.ts relating to queuing systerns. basic elernents ot'queuing model, role ofPoison & ex ponential distii bution, .;...p1; ;a b?# 
"and 

death process.

Unit 5:Replacement & Maintenance Models; Replacement or items, subject to deterioration ofitems subject to random failure group 
".. 

ilt"i;i;lplu""rnent policies.simulation: Introduction a stels 
"i rir*rutioi *etio4 dishibution functions and random numbergeneration.

Text Books:

I l.ti!q-q Operations 
!:se.ar9h Theory and Applications, MacMillan India Ltd.

1 N D Vohrq euantirative Techniques in -u,i^g",lln,, Tata McCraw Hill.3' Handy A Tah4 operations Research -,q" i"ti"Jr"tion, prentice Halr of India. New Derhi.

Reference Books:
l' wagner H M' Principles of operations Research: with Applications to Management Decisions,Prentice-Hall of lndia New Oilhi.
2' Hillier F S and Lieberman c J. operations Research. I-rorden Day Inc.. San Francisco.

Cr.lurse Outcomes:

[Jpon completion of the courre, the students will be able tope.,f V2 ^rd ex+tojn
i:: ffX lfdbrtance of optirhization of industrial process management

7;,ixl'i,:Ti:'ffi ffiHTHH'JJ.I"#:'fi :fr :S,#J?jlhJ*llH,",ionprob,emsC04. Design maxima/n:linima probbm as optimization problems.@5. Develop a simulation model based on'clistriiution functions.



Jabalpur Engineering College, Jabalpur
(Credit Based Grading System Based Scheme)

Bachelor ofEngineering (CBGS) Semester: VIII (Computer Science & Engg.)

UNI'I' I:Introduction: origins and cha.llenges of NLP - Language Modeling: Grammar-based LM,
Statistical LM - Regular Expressions, Finite-State Automata - English Morphology, Transducers for
Iexicon and rules, Tokenization, Detecting and Correcting Spelling Elrors, Minimum Edit Distance

uNIT It:word . Level' Anatysis:Unsmoothed N-grams, Evaluating N-grams, smoothing,
Interpolation and Backoff - Word Classes. Part-of-speech Tagging. Rule-based. Stochastic and'lranslormation-based tagging, lssues in PoS tagging t{idden Markov and Maximum Entropy
modcls.

UNIT lll:Syntactic Analysis: Context-Free Grammars, Grammar rules lor English, Treebanks,
Normal Forms for grammar - Dependency Grammar - Syntactic parsing, Ambiguity, Dynamic
Prograrnmirig parsing - shallow parsing - Probabilistic cFG, probabilistic cyK, probabilistic
Lexicalized CFGs - Feature structures, Unification offeature structures.

LINIT Iv:semantics and Pragmatics:Requirernents for representation, First-Order Logic,
Description Logics *' Syntax-Driven Semantic analysis, Semantic attachments - Word Senses,
Relations between Senses, Thematic Rotes, selectionai restrictions - Word Sense Disambiguation,
WSD using Supervised, Dictionary & Thesaurus, Bootshapping niethods - Wsrd Similarity using
Thesaurus and Distributional metlods.

UNIT V:Apptication of NLP: intelligent work processors: Machine transl4tion, user interfaces,Man-
Machine interfaces' natural language querying. tr.ltoring and authoring systems, speechrecognition,
commercial use ol NI,p.

'fext Books:

3' Daniel Jurafsky, James H. Martin-Speech and Language Processing: An Introduction to Natural
Language Processing, computational Linguistics and speech, pearson publication, 20 I 4.4' Steven Bird, Ewan Klein and Edward Loper, 

-Natural Language processing with python, l-irst
Edition, OReilly Media, 2009.

Reference Books:

[' Breck Baidwin, 
-Language Processing with Java and LingPipe Cookbook, Atlantic publisher,

201s.
2. Richard M Reese, 

-Natural Language processing with Java, oReilry Mediq 2015,3. Nitin Indurkhya and Fred J. Damerau, _Handbook of Natural Language processing, Second
Edition, Chapman and IIaIUCRC press, 201 0.

4' Tanveer Siddiqui, tJ.S. 'liwary, 
-Natural l-ar:guage Processing and Information Retrieval,

0xtbrd University Press. 200g.

Course Outcomes:

Upon completion of the course, the students will be able to

COI . Define basic Language features and modelling using NLp.
CO 2. lmptement a rule based system to tackle mory,rology/syntax of a language
c'o3 ' Compare and contrast the use of different statistical approaches fo, aiff"r"nt types of NLp

appl ications.
co4. Designatagseltobeusedforstatisticalprocessingforreal-timeapplications
4O5. Construct an innovative application using NLp components.

-A6rr'_/



Jabalpur Engineering College, Jabalour(Credit BasedGrading Slystem E"iJ SJL"IBacheror orEngineering (cBGs) a;;;;;;,ilfr?ililffi1 ,","n"" & Engg.)

UNI'l'I:INTRODUCTION TO DATA CENTER
History ofdata centre,Role_ofdata center in digitalization, Carbon footprints ofdata center, Energy
optimization in data center, Policies resulting into need of localization(Data centers to be hosted in the
country), Design for: flexibility, scalability, environmental conhol, network infr*t u"t i", fufoiu*
data centers: high availabirity and service oriented Infrastructure(sor).

UNIT II:DATA CENTRE ARCHITECTURES: Io*Network oonnectivity optimization evolution: Top of rack (ToR), end ofJrl-ifony, solutions that
lgdrrce power and cabling. Data Centre standards; TINEIA-}42. Structured .uUting ,tuna*6., frUi.
and copper cabling characteristics, cable management, bandwidth requirements, I/o connectivity.

UNI T IIIISERVER ARCHITECTURES

Stand-alone,.blades. stateless. clustering. scaling. optimization. virtualization. Limitation oftraditional
server deployments; modern solutions. Apptications; database. finance etc. Redundant Layer Z and
Layer 3 designs. Case studies.

UNIT TVIENTERPRISE-LEVEL vIRTUALIzATIoN
Provision, monitoring and management of a virtual data center and multiple enterprise-levet virtual
servers and virtual machines through software management interfaces; Networking and Storage in
F)nterprise Virtualized Environments - Connectivity to storage area and Ip networks from within
virtualized environments using industry standard protocols. Virtual machine deployment,
modifi cation, management; monitoring and migration methodologies.

UNIT V: RESOURCE MONITORING
Physical and virtual machine memory, CPU management and abstraction techniques using a

hypervisor. NIs' DNs, LDAP, Load balancing, Terminology, Advantages, Types of load batancing,
Implementing a Network with Load-Balancing Switches. Case Studies: Linux (Kali/Fedora), Network
S imulators. VM Ware Workstation.

Suggested Books:

l. Administering Data centers: servers, Storage and voice over Ip, Kailash Jayaswal
2' Mickey lqbal, "lT Virtualization Best Practices: A l,ean. Creen Virtualized Data Center

Approach", MC Press [ISBN: 978-15 834j3542)2OtO.
3' Mike Laverick, "VMware vSphere 4 Implementation" Tata Mccraw-Hill osborhe Media; I

edition [SBN: 97 8-007 I 664523j, 20 tO.
'1' Jason W' McCarty, Scott Lowe. Matthew K. Johnson, "VMwarc vSphere 4 Administration

Instant Reference,,sybex; I edition [ISBN: 97g- O4,1OS2O727),ZOOI
5' Brian Perry, Chris Huss, Jeantet Fietds, "VCP VMware Certified professional on vSphere 4 Study

Guide" Sybex; I edition [ISBN: 978-0470569610],2009.
6' Jason Kappel, Anthony Velte, Toby velte, "Microsoft Virtualization with Hyper-v: Manage your

Datacenter with Hyper-V, Virtual PC, Virtual Server, arrd Application Virtualization,'McGraw-
Hill Osborne [ISBN: 978-007 1 6t 4O3Of,ZOO1

i jpon corrplction of tlle course. studcrrrs wiil bc ablc to:

col . Qry";n data centre, carbon footprinr of data center! energy optimization *MUnderstand virtual data centrc, enterprisc virtual environment id ,irtuul machine
deployments.

coz Evaluate load bala,cing, virtual memory nl?nagement and resource monitoring.

Strbject
Code
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HourVWeek
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Credits
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Marks L T P

ELECTIVE.VI

cs8004A
Data Cintre-

Management 100 3 I 4

-2<w',/t-"'(,/
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Sem
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70 20 l0



CoJ Exunine various server arehitecture, blade, stand-alone, stateless architectures, data centre
standards.

coll crate a basic ptan for establishing virtual data centre and virtual machines.

'( !
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CSSOO4B Web Mining 70 20 l0 100 1 I 4

Jabalpur Engineering College, Jabalpur
(Credit Based Grading System Based Scheme)

Bachelor of Engineering (CBGS) Semester: VIII (Computer Science & Enggj)

UNIT I: Introduction: world wide web, History of the web and the Intemet, what is Data
Mining? What is Web Mining? Introduction to Association Rule Mining, Supervisedleaming &
ijnsupervised l.earning.lnfbrmatior) Retrieval and Web Search: llasic Concepts of Information
Rctrieval.lnformation Retrieval Models. Relevance l.'eedback. llvaluation Measures. Text andWeb
Page Pre-Processing, Invefted Index and lts Compression, Latent Sbmanticlndexing, Web Search,
Meta-Search: Combining Multiple Rankings, WebSpamming.

UNIT trI:Social Network Analysis: Introduction, co-citation and Bibliographic coupling,
PageRairk, HITS Algorithm, Community Discovery.Web Crawling; A Basic Crawler Algorithm,
lmplementation Issues, UniversalCrawlers. Focused Crawlers, Topical Crawlers, Evaluation, Crawler
Ethics andConflicts.

UNIT III: Structured Data Extraction: Wrapper Generation, Preliminaries, Wrapperlnduction,
lnstance-Based Wrapper Learning, Automatic Wrapper Generation:Problems, String Matching and
Tree Matching, Building DOM Trees, ExhactionBased on a Single List Page, Extraction Based on
Multiple Pages,

UNI'I' IV:lntbrmation Integration: lntroduction to Schema Matching. Pre-Processing forSchema
Matching. Schema -Level Matching. Domain and lnstance-LevelMatching. Combining Similarities, l:
m Match, Integration ol web Querylnterfaces. constructing a Unified ciobal euery
Interface.Opinion Mining and Sentiment Analysis: 'l'he Problem of Opinion Mining,Document
Sentiment Classification, Sentence Subjectivity and SentimentClassification, Opinion Lexicon
Expansion, Aspect-Based Opinion Mining, OpinionSearch and Retieval, Opinion Spam Detection.

UNIT v:web usage Mining: Data collection and pre-processing, Data Modeling for web
Usage Mining, Discovery and Analysis of Web Usage Patterns, RecommenderSysterns and
Collaborative Filtering, Query Log Mining, Computational Advertising.

Text Books:

l. Wilbert Liu, Bing- "Web L ata Mining,', 2nd Edition., Elseiver, 201 l.
.2- Soumen chakrabarti, "Mining the web". Morgan-Kaufrnann publishers,Elseiver, 2002.

Course Outcomes:

Upon completion of the course, the students will be able to

COl. Understand the characteristics olthe Intemet and data mining
cDz. Discuss about the web crawling aigorithm implementation
COi. Appty web data extraction and mining algorithms on web log files.
4J4. Examine the web data collection and analysis of web data for new patterns
cO5. lnvestigate sructurd data extraction based on single tist and multiple pages.



Jabalpur Engineering College, Jabalnur
_ (Credit Based_Grading System Basid Schlme)
Bachelor of Engineering (CBGS) Semlster: VIIi ia;;;;, Science & Engg.)

UNIT l:Flthical Ilacking: 'l'ypes ol'Dara stolen Iironr the organizalions, ulements ol lnformationsecurity'Authenticitv and Non-Repudiation. security chauengei, Eti.ects of #**,";::::'ril:lo[Hacker' Ethical Hacker, Flacktivism - Role ofSecurity.andpenetration'fester, penetration TestingMethodology, Networking & computerAnacks - Muri.i;u. ;;fto*. i""i**.1, protection Against

ffiTffi #:rr 
Attacks on Nerworks and compurers, Addressing phvsicar Securitv - Kevloggers

UNIJ' II:Foot Printing And social Engineering: web Tools for Foot printing, conductingCompetitive Intelrigence, Googre Hacking, scanning, Enumeration, Trojans & Backdoors, virus &worrns, Proxy & packetFirtering, oeniat oF Service, Sniffer, sociar Engineering _ shouldersurfi ng,Dumpster Diving, piggybacking.

UNIT III:Data Security: physical security - Attacks and protection, Steganography _ Methods,
'attacksand Measures, cryptography - Methods and rypes of Auacks, wirlrcss Hacking,windowsHacking, Linux Hacking

UNI'I'IV:Network Protection System & Ilacking web servers:.Routers. Firewall & Honeypots. IDS& IPS. web Firtering. vulnerabiliry, pcnetrariin 1.esting, Session Hijacking, web Server, selInjection, cross Site Scripting,Exploit writing, Buffer overflo*, Rere.s. Engineering, EmailHacking, IncidentHandring & Response, Btuetooitr Hacking, Mobires phone Hacking.
uNIT v:Ethical Hacking Laws And Tests: An intoduction to the particular legal, professional andethical issues likely to facethe domain of ahil hacking ethical responsibilities, professionalintpgrit)' aidmaking appropriate use of the toor, *a techniques associated with ethicarhacking -Social Engineering, Host Reconnaissance, Session Hijacking, Hacking _web Server, Database,Password cracking, Network and wireless, Trojan,Backdoor, uNIX, I_iNux, Microsoft, NovELServer, Buffer Overflow, Denial of Service Attack, ,"*"Oi""i'r*"."i,;" i**.

Text Book:

l ' Michael 1'. Simpson, Kent Backman, James E, ..correy. 
Hands ;on EthicalHacking and NetworkI)et'ense", S econd Flditionl CFINGAC E l,earn ing. 20 I 0.

Rcfercnce llooks:

i.',1'Ji:?T:H,:3rff-',Til, Nick varenteen, "ornciat certified EthicarHacker Review Guide,.;

2' Patrick Engebretson, 
rl:., ?*,* of 

,Hacking .and 
penehation Testing: EthicarHacking andPenetration Testing Made Easy", Syngress Basics Sfries _Elsevier, August q,, iOt I .

io#ltr*". 
& Newman, "peneffarion 1'esting and Network Defense,, , ciscopress, IniJianapotis, IN,

Course dutcomes:

Upon completion of the course, the stud€nts will be able to

c,l ' Describe how intruders escalate privileges in the computer networks.c&' Demonstrate Intrusion f)etection. p.ii"i cr""ii"". Social Engineering. Buffer.
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ELECTIVEVI I --......-.-
CSE004C i Ethical Hacking 70 20 l0 r00 3 I
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c 03' Exarine tretween difrerent types orAttacks and their protection mechanismco4. In,estigate atiour ethical laws ani,.rr, *r".i"t.i-w;;:id;,-il:illi;:,"as. Design data security system usin!;i;;;.;;p;y and cryptography.
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